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On October 13, 2022, members of the Reexamining Japan 
in Global Context project met in Tokyo to discuss cyberse-
curity and cyber governance. The first presentation was by 
Professor Motohiro Tsuchiya of Keio University.

Professor Tsuchiya began by drawing an analogy between 
the “Great Game” played by 19th- and early 20th-century 
Great Powers (primarily Russia and Great Britain) for influ-
ence over Afghanistan and the current competition between 
Great Powers (primarily Russia, China, and the United 
States) for dominance in cyberspace. The first was essentially 
a geopolitical struggle for control of physical territory that 
took place in what Nicholas Spykman called the “rimland,” 
or territories peripheral to what Halford Mackinder had ear-
lier called the Eurasian “heartland.” The second, in contrast, 
is famously said not to be spatial at all. People commonly say 
that cyberspace is “borderless”; data can travel all over the 
world. This would seem to suggest that geopolitics is an inapt 
lens through which to analyze the Cyber Great Game. But is 
this really the case?

Two considerations suggest that the Cyber Great Game is 
indeed profoundly geopolitical. The first consideration even 
hints at a spatial dimension: the United States regularly ac-
cuses four countries of cyberattacks—Russia, China, North 
Korea, and Iran. Russia is in the heartland; China, North 
Korea, and Iran are all in the rimland. The areas of both in-
stability and competition in the 19th and early 20th centu-
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ries are also areas of instability and competition today.
Second, the cyber domain has clearly become another field 

of geopolitical struggle. We know that Russia under Vladi-
mir Putin, for example, has sought to weaken key geopo-
litical rivals such as the United States by sowing division, 
discord, and confusion at home, undermining liberal de-
mocracies by interfering with their domestic politics. So also 
have threat actors such as Iran. By means of such things as 
fake social media accounts, manipulated videos, bots, and 
targeted email campaigns, these countries have attempted to 
promote conspiracy theories, aggravate partisan divisions, 
and influence the outcomes of elections. Russian hackers, 
for example, infiltrated both government and Democratic 
Party information systems to steal data, plant malware, and 
disrupt operations. Iranian hackers have promoted extrem-
ist groups such as The Proud Boys. In response, in 2017, 
the U.S. Department of Homeland Security designated as 
“critical infrastructure” information systems vital to free, fair, 
and reliable elections. Similarly, in 2018 the U.S. Depart-
ment of Defense adopted a “Defend Forward” cyber strategy 
intended “to disrupt or halt malicious cyber activity at its 
source, including activity that falls below the level of armed 
conflict.” A U.S. Cyber Command operation, for example, 
disrupted the Internet access of a Russian troll factory on the 
day of the 2018 U.S. midterm elections. On a daily basis, 
the United States proactively scours information systems on 
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foreign soil for signs of impending cyberattack, demonstrat-
ing that cyberspace is far from truly borderless.

As a result of American efforts, the 2020 federal election-
was “America’s most secure election in history,” according to 
Christopher Krebs, the first director of the Department of 
Homeland Security’s Cybersecurity and Infrastructure Secu-
rity Agency (CISA),  Nevertheless, President Donald Trump 
insisted that the presidential election was stolen and on De-
cember 6, 2021, his supporters marched on the U.S. Capitol 
in an attempt to prevent the certification of the legitimate 
winner, Joe Biden, demonstrating that combatting foreign 
interference in democratic politics is more than a simple 
hardware and software issue: it requires preventing the or-
ganic spread of false information and false narratives.

Cyberspace has clearly now become a fifth operational 
military domain in addition to land, sea, air, and space. Cy-
berspace has a physical presence as well, however. Satellites in 
space, servers storing data in “the cloud,” and cables, switch-
es, and junction boxes connecting homes, businesses, and of-
fices are all physical parts of cyberspace. Among the most im-
portant elements of the physical infrastructure of cyberspace 
are fibre-optic submarine cables. As much as 99 percent of 
Japan’s international Internet traffic travels through subma-
rine cables, for example. In principle, if the locations of these 
cables can be found, they can easily be cut. Many countries 
also have a small number of locations where submarine ca-

bles come ashore. In Japan, for example, most come ashore 
in Chiba and Ise Shima. It is even common for cable landing 
sites to be visibly marked. If the general public can find these 
points of vulnerability easily, so also can terrorists and other 
foreign threat actors.

The ability to combine cyber operations with physical 
operations targeting information systems is an important 
national power resource in the modern age, as the 2014 Rus-
sian occupation and annexation of Crimea clearly showed. 
In one swift operation, Russia was able to seize control of 
Crimea, cut it off from the rest of Ukraine, and score a fait 
accompli before any effective response or defence could be 
mounted. One of the great mysteries of Putin’s recent inva-
sion of the rest of Ukraine is how little effort Russia made 
to implement the same playbook. The operation was con-
ducted almost entirely in a traditional military manner, with 
disastrous results. Importantly, Ukraine’s Internet infrastruc-
ture remained largely intact and functioned normally. This 
was thanks primarily to proactive Internet infrastructure 
hardening and other security measures taken by Ukrainian 
Internet authorities in response to the lessons of Crimea. In 
this, Ukraine has benefited enormously also from Western 
assistance, not least from U.S. Cyber Command.

What does this all mean for Japan? In March 2018, Prime 
Minister Shinzo Abe made a speech at the National Defense 
Academy in which he said that nowadays having an advan-
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tage in cyberspace and outer space is vital. At that time, we 
were talking about cross-domain warfare. Shortly thereafter, 
the Japanese government published a document titled the 
National Defense Program Guidelines (NDPG) intended to 
inform Japanese security policy for ten years or more; but, 
soon after taking office, Prime Minister Fumio Kishida an-
nounced that he would revise the NDPG, the National Se-
curity Strategy, and the Medium-Term Defense Force De-
velopment Plan. Clearly both the threat environment and 
the technological constraints and opportunities are evolving 
rapidly. It is difficult to keep up.

In cyberspace—and in particular in the Cyber Great 
Game—where, exactly, is the heartland? Professor Tsuchiya 
suggested that there are two. One is data centres. Increas-
ingly, we depend in all aspects of our lives on data. One in-
dication of this dependence is the decline of cash. More and 
more financial transactions are taking place purely in the dig-
ital domain. These transactions and other financial services 
depend upon reliable data centres. Recognizing the impor-
tance of these, Russia launched cruise missile attacks against 
Ukrainian data centres early in the course of its invasion, but, 
anticipating this, Ukraine had already moved much of its 
critical information to data centres in other countries.

The other crucial piece of the cyber heartland today is cog-
nitive space: i.e., our brains. We are drunk with social media 
such as Twitter and Facebook. We consume too much fake 
information. If we are reading Yomiuri Shimbun or Nikkei, 
we are fine; but young people today get most of their in-
formation from unreliable social media. We are now used 
to talking about the IoT—the Internet of Things—but we 
should be talking about the IoB: the Internet of Brains, or 
Bodies, or Behaviours. In the future, our brains may be con-
nected directly to the Internet, making those connections 
liable to hacking and disruption. What was fantasy in the 
1982 Clint Eastwood movie Firefox, in which the Soviet 
Union had perfected a fighter aircraft controlled entirely by 
the thoughts of its pilot, is now reality. We are finding ways 
of connecting our minds to machines and controlling them 
solely by thought. In the future, it may be possible to hack 
those machines by hacking or hijacking the thoughts.

Thus, prevailing in the Cyber Great Game requires two ca-
pacities: protecting the physical infrastructure of cyberspace, 
and protecting the integrity of our data and cognitive space. 
The era of “hybrid warfare” is over; we must now think 
about the era of “super hybrid warfare” that fully embraces 
all aspects of the Cyber Great Game. Japan should take four 
firsts steps down this path as prepares the next version of the 
NDPG:

1. Organize units for psychological and cognitive 
warfare

2. Improve signal intelligence capabilities
3. Lay the constitutional and legal groundwork for 

the Japanese equivalent of a “Defend Forward” 
strategy

4. Develop “Persistent Engagement” capabilities to 
dissuade disinformation.

Following his presentation, Professor Tsuchiya took ques-
tions from the floor.

The first participant posed two questions. The first con-
cerned attribution: How difficult is it to determine who is re-
sponsible for a cyberattack and whom to target in response? 
The second concerned the vulnerability of key parts of the 
physical infrastructure of cyberspace: as the Internet is a 
complex network, is it not the case that data can be rerouted 
relatively quickly through other nodes if certain data centres, 
cables, landing sites, etc., are disrupted or destroyed? With 
respect to the first question, Professor Tsuchiya responded 
that attribution can be very difficult for Japan, but that it 
is much easier for members of the Five Eyes because they 
have a legal framework for tapping communications during 
peacetime. Article 21 of the Japanese constitution protects 
secrecy of communication, and both the government and 
the private sector interpret this article very strictly. It is very 
difficult for the Japanese intelligence community to get per-
mission to pry. With respect to the second question, a certain 
amount of disruption can be accommodated, but this varies 
by sector and by service. Everyone can tolerate a degree of 
latency in Facebook or Twitter, but the tolerance for latency 
in the financial sector (for example) is minimal.

The second participant also posed two questions: First, 
does Article 9 place any limits on cyber warfare capabilities? 
Second, is there a dominant capability in cyberspace today 
analogous to cavalry during the Mongol Empire or seapower 
in the 19th and and early 20th centuries? In response to the 
first question, Professor Tsuchiya said that much depends 
upon what counts as “warfare.” Article 9 clearly prohibits 
offensive war, but bits are not bullets, and in his view Article 
9 should not constrain proactive cyber defence operations. 
However, this is not the government’s view. As for the second 
question, it is clear that an advantage goes to the country 
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that has the most sophisticated tools and techniques, and 
in this respect the United States (and in particular the Na-
tional Security Agency) has no peer; but one of the things 
that makes the United States so effective in the cyber domain 
is cooperation between the U.S. government and important 
private sector players such as Microsoft and Google, whose 
products and services play such a big role in the operation of 
the Internet. Other countries do not benefit from this “team-
work” approach to cybersecurity.

A third participant, noting that in many countries such as 
Russia, China, and Iran the government is, in effect, engaged 
in cyber warfare with its own citizens to suppress dissent and 
maintain political control, asked whether it is possible for 
others (such as the United States) to interfere with these ef-
forts on behalf of the people in those countries? Professor 
Tsuchiya answered that, yes, both third party governments 
and private third parties can interfere with this dynamic. 
One example is the provision of virtual private network 
(VPN) software to enable people to get around their own 
governments’ censorship efforts. The result is a game of cat-
and-mouse between state actors and both citizens and for-
eign actors over communications and access to information.

The next participant asked about the impact of cyber 
technology development on the future warfare. As the cy-
ber domain becomes more advanced, vulnerabilities can in-
crease. Can we expect state militaries to turn back to analog 
technologies that cannot be hacked or otherwise disrupted 
remotely in response? Relatedly, as it is difficult to measure 
cyber capability, how can we assess a modern balance of 
power? Professor Tsuchiya agreed that one workaround to 

opponents’ cyber capabilities is to use older technologies or 
to avoid relying on modern ones. The U.S. military, for ex-
ample, increasingly trains pilots and sea captains to navigate 
without the aid of GPS. As for measuring a balance of power 
in the cyber domain, Professor Tsuchiya acknowledged that 
this is very difficult without clear metrics and confessed that 
he knew of no reliable methods.

The final participant posed three questions: First, is it pos-
sible to distinguish offensive cyber capabilities from defensive 
ones, and, if not, what justifies the Japanese government’s 
reluctance to engage in cyber operations on the ground that 
Article 9 prohibits them? Second, is it possible to deter cyber-
attack? Third, even when it is possible to identify the point 
of origin of a cyberattack (for example, to trace it back to 
Russia), is it technologically possible to determine whether 
it was conducted at the behest of a national leader? Professor 
Tsuchiya agreed that it is difficult to distinguish offence from 
defence in the cyber domain; they are generally two sides of 
the same coin. On his view, this means that “offence” and 
“defence” are not particularly helpful terms. But one good 
thing about the 2018 NDPG was that it did call simply and 
straightforwardly for authorizing counterstrike operations in 
pursuit of national security. The government—and in par-
ticular the Ministry of Defense—are reluctant, however. As 
for deterrence, this is simply not possible, in part because 
political leaders cover their tracks by engaging proxies. Much 
of the time it makes sense to assume that there is a connec-
tion between leaders and hackers, however, and Professor 
Tsuchiya said that he believes that it would be a mistake to 
avoid public attribution where there is reasonable suspicion.
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of the University of Oklahoma on the subject of cyber gov-
ernance.

Professor Raymond began by drawing an analogy between 
the growth of the Internet and the metastasization of cancer. 
By this he did not mean to suggest that the Internet is can-
cerous, but that both exemplify a process of rapid systemic 
spread that can change the overall function of the system. 
With respect to the growth of the Internet, there are two 
phases to this metastasis: the first is technological; the sec-
ond is of the governance arrangements that accompany the 
technology.

Approximately 62 percent of all people in the world are 

Internet users, although the timing and rates of adoption 
have varied considerably from region to region. There is also 
considerable within-region variation in many cases. We have 
to bear in mind as well that the experience of connecting to 
the Internet is very different in wealthy countries and poorer 
countries. In the latter, the cost of connectivity as a propor-
tion of total income is considerably higher and both connec-
tion speeds and availability tend to be much lower. Illiteracy 
and a native language not well represented on the Internet 
are also significant barriers to access. There are many differ-
ent kinds of digital divides. Nevertheless, this is a very strik-
ing story overall. For example, since 2007, Kazakhstan has 
gone from approximately 5 percent Internet penetration to 
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86 percent—a remarkable rate of progress.
We see evidence of rapid systemic spread in every tech-

nology associated with the Internet. The submarine cables 
about which Professor Tsuchiya spoke provide just one ex-
ample. Individual service providers’ network infrastructures 
provide another. Internet exchange points, where individual 
networks hand off traffic to one another, are yet another. 
Again, however, despite the rapid systemic spread of all these 
technologies, both the timing and extent of their spread has 
been uneven across the globe.

A particularly good example of technological metastasis 
is the Internet of Things (IoT). IoT devices are Internet-
connected devices that are not intended primarily for direct 
human interaction. Most IoT connectivity is machine-to-
machine. Increasingly, these connections are monitored by 
artificial intelligence (AI) systems that flag issues requiring 
human intervention. These are highly-automated, very large 
scale systems.

When we speak of IoT devices, we are generally talking 
about two categories of things: (1) sensors of various kinds; 
and (2) actuators, or switches. The main applications for 
these include consumer devices (such as wearables, medical 
devices, and appliances), industrial monitoring and control 
systems (e.g., logistics systems, energy systems, and manu-
facturing processes), and infrastructure (smart cities, smart 
grids, and surveillance). Note that surveillance is not an ap-
plication unique to authoritarian states; some liberal demo-
cratic countries, such as Britain, invest heavily in surveillance 
infrastructure as well.

According to one consultancy firm, the number of IoT de-
vices in the world will increase from 3.6 billion in 2015 to 27 
billion in 2025—a mere ten-year span. Sensors and actuators 
will vastly outnumber computers, laptops, and smartphones. 
In other words, most Internet traffic will be machine-to-ma-
chine and will not require—or in most cases even permit—
human interaction. In addition, most IoT connections will 
be wireless (e.g., Bluetooth, WiFi, cellular, and 5G), many of 
which have poor security protocols and are easy to exploit.

As technology spreads, the reach of the governance arrange-
ments that correspond to those technologies also spreads. 

A necessary consequence of Internet metastasization, then, 
is the metastasization of the global Internet policy regime 
complex—the set of institutions and processes that some-
how deals with Internet governance. This is an extremely 
decentralized regime complex. No single entity, institution, 
or process governs the Internet, and there are various loci of 
governance that involve a wide range of types of actors (for 
example, international organizations, multistakeholder orga-
nizations, private firms, sovereign states, and substate actors 
(national security agencies, regulatory agencies, legislatures, 
subnational governments, and courts).

Despite the cacophony of actors and the complexity of 
their interactions, it is vital that key Internet resources such 
as domain names and IP addresses be globally unique and 
that networked hardware and software use common stan-
dards and protocols (such as TCP/IP, BGP, Wi-Fi, 5G, and 
so on) to ensure interconnectivity. In addition, most sectors 
of the digital economy are heavily globalized with enormous 
market concentration in Western and East Asian firms. This 
means that states confront large tech incumbents with sub-
stantial influence over news consumption, email, search, 
mapping, and other key services, in addition to crucial hard-
ware and software. The capacity of states to shape Internet 
governance to their liking is therefore severely limited. Nev-
ertheless, contrary to a popular metaphor, the Internet is not 
“the Wild West.” It is inherently rule-governed and requires a 
high level of cooperation and compliance. Cyber issues pres-
ent novel governance challenges, but these are as much about 
too many potential governing actors and arrangements as too 
few.

Thus, like the Internet itself, governance arrangements for 
cyber policy are also metastasizing rapidly on two dimen-
sions: (1) the number and kinds of actors seeking to partici-
pate in global cyber governance and policy; and (2) problems 
of deconfliction, i.e., reconciling disputes among different 
actors and governance processes over such things as transna-
tional data flows, handling private and personal information, 
regulatory oversight conflicts, supply chain cybersecurity, 
human rights protections, moderating political speech, and 
regulating newsfeed algorithms. Because of metastasization 

Share of the population using the Internet

Source: IOT Analytics Research, https://iot-analytics.com/number-connected-iot-devices/
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on these two dimensions, both the Internet and its gover-
nance arrangements are becoming enmeshed with institu-
tions and governance arrangements in every issue area and in 
every state. This enmeshing is genuinely systemic—no part 
of the international system will remain untouched; it is both 
rapid and unplanned; and it is enormously consequential. It 
has the potential to fundamentally transform the operation 
and even the viability of the international system.

Cooperation and coordination in Internet governance are 
not automatic; they must be organized and managed. This 
requires figuring out how to monitor compliance in situa-
tions with defection incentives, figuring out how to interpret 
and apply multiple sets of loosely-related, partially-overlap-
ping rules to novel empirical cases, satisfying the demand 
for democratic control and accountability, ensuring fairness 
(larger actors are in a good position to impose their pref-
erences), and empowering smaller actors to shape domestic 
policy in the face of global pressures for conformity.

The phenomenon of Internet metastasization has three sets 
of implications. One set concerns policy and governance. 
The viability of most other global governance arrangements 
increasingly depends on the viability of the Internet gover-
nance regime because of Internet dependence and policy 
overlap. At the same time, Internet metastasization dimin-
ishes the scope for truly domestic policy. Everyone is now a 
small open polity.

The second set of implications is geopolitical. Increasingly, 
states are attempting to establish and enforce regulatory re-
gimes that potentially have global implications and can affect 
state power. Recently, for example, we have seen the United 
States and the European Union attempt to assert their own 
visions of privacy protections and antitrust measures. These 
are “like” polities that agree on liberal democratic values, 
and yet their disagreements are severe. Russia and China are 
similarly engaged in Great Power competition by means of 
domestic regulatory processes intended to have global effects 
congenial to parochial national agendas.

The third and final set of implications is systemic. As Rus-
sia and China spearhead a move to bring Internet regulation 
increasingly under sovereign state control, we are witnessing 
a rise in what might be called “authoritarian multilateralism” 
whose ultimate purpose is to weaken the liberal DNA of 
global governance arrangements in general, disempowering 
the West.

All of this suggests that global cooperation and coordina-
tion on cyber governance is becoming more difficult even as 
it becomes more important.

The first participant in the Q&A session that followed 
Professor Raymond’s presentation began by asking (1) What 
are some of the most important emergent properties of In-
ternet metastasization? and (2) What are some of the most 
important unintended consequences of attempts to keep the 

governance of a metastasizing Internet up to speed? Profes-
sor Raymond replied to the second question first by means 
of an anecdote. Kazakhstan experienced severe political un-
rest in January 2022 that was in large part an unintended 
consequence of China’s 2021 ban on cryptocurrency min-
ing. Because Kazakhstan has an open cyber policy, crypto 
miners fled China for Kazakhstan where their server farms 
led to a spike in energy demand and electricity prices that 
prompted riots that toppled the government. As far as emer-
gent properties are concerned, Professor Raymond opined 
that the most important ones are a dramatic decline in stabil-
ity, a decline in respect for human rights, and an increase in 
violence. The 2021 January 6 insurrection in Washington, 
D.C., was in some sense a consequence of an out-of-control 
social-media-driven (dis)information environment leading 
to political polarization, an erosion of trust in public institu-
tions, and disinhibition with respect to norm violations.

The second participant asked (1) whether Professor Ray-
mond was pessimistic, and, if so, moderately pessimistic or 
deeply pessimistic, and (2) whether the main challenge to 
cyber governance today is China. Professor Raymond replied 
that he is pessimistic but takes heart in the thought that hu-
man history has been punctuated by crises and disasters and, 
so far, we have managed to survive. China is indeed a major 
challenge, but it is not the sole source of difficulty; the liberal 
democratic world has made its share of missteps and has had 
its share of bad ideas.

A third participant asked Professor Raymond what he en-
visioned as a nightmare scenario for unchecked Internet me-
tastasization. Professor Raymond said that he believes that 
a failure to discipline social media could plausibly lead to 
catastrophic political instability. Allowing social media com-
panies to self-regulate and/or leaving everything “up to the 
market” will only empower people to indulge their basest 
instincts and lead to a wholesale erosion of civilized norms.

The next participant asked whether domestic political and 
legal systems could keep up with both developments in global 
governance and developments in technology. Professor Ray-
mond acknowledged that this is a challenge but felt that the 
wisest response would be to invest massively in social science 
research on how to embrace technological change gracefully. 
An illustration of the problem is the COVID-19 pandemic. 
Developing cutting-edge vaccines proved not to be a major 
challenge, but in many places persuading people to take 
them was. Cyber policy is a similar story. Getting people to 
embrace social media was no challenge at all; getting them to 
embrace it responsibly is proving to be enormously difficult. 
The good news is that social science is inexpensive; there is 
plenty of room for improvement at relatively little cost. Simi-
larly, major investments should be made in enhancing states’ 
and international organizations’ governance capacity, so that 
policy can be implemented as effectively as possible.

The next participant asked if there was any prospect of a 
technological breakthrough that would enable us to reter-
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ritorialize the Internet so that individual polities can have a 
cyberspace to their liking? Professor Raymond replied that 
the technology already exists to allow people to filter and silo 
to their liking, but this only works if there is a global network 
of networks. On the broader question of whether technology 
can solve social problems, people are enormously determined 
to break things that get in their way and can be ingenious in 
so doing. To the extent that social problems have solutions, 
those solutions are generally social. It would be unwise to 
invest much faith in technological solutions alone.

The next participant asked whether there is a more realis-
tic and more useful taxonomy of regime types than a simple 
democratic/authoritarian binary and how this might inform 
our approach to cyber governance. Many states seem to fall 
into a gray zone between these archetypes. Professor Ray-
mond agreed that there are “swing states” that do not fit neat-
ly into the binary, but even representatives of the archetypes 
can behave in unexpected ways, undermining the utility of 
any rigid classification system. For example, when Russia and 
China sought to make cyber governance in the United Na-
tions system less liberal in character, they did so by criticiz-
ing the U.N. General Assembly’s Group of Governmental 
Experts process on the ground that it was “undemocratic.” 
They sought to replace it with what ultimately became the 
Open-Ended Working Group, which any state could join. In 
effect, what they were doing was harnessing a liberal-demo-
cratic norm of inclusivity to take advantage of the fact that 
the U.N. has an authoritarian majority.

The next participant asked whether there is any interest-
ing way in which the United States enjoys “hegemony” in 
cyberspace and whether there is any clear trend toward in-
creasing fragility or increasing resilience in the cyber domain. 
Professor Raymond said he sees a clear trend toward increas-
ing fragility. For him, realizing what weaponized social me-

dia could do was a wakeup call. Also, our rapidly increasing 
dependence upon vulnerable IoT devices is an underappreci-
ated problem. As for whether the United States is hegemonic 
in cyberspace, it is difficult to know because hegemony is 
a fuzzy concept and to the extent that it exists it depends 
upon social recognition. Certainly, American firms and or-
ganizations have an outsized role in maintaining the techni-
cal infrastructure of the Internet, but the country as a whole 
currently lacks the vision and the unity of purpose to take a 
leadership role in cyber governance even if other countries 
were to welcome it.

The next participant asked for Professor Raymond’s views 
on the lessons of the “Global War on Terror” for collabora-
tion between government agencies and social media compa-
nies as a way of combating threat actors. Professor Raymond 
felt that this kind of collaboration can be valuable in prin-
ciple, but a major problem is that a relatively small number 
of problematic people (such as Mark Zuckerberg and Elon 
Musk) can easily play spoiler roles. Until social media com-
panies are regulated properly, there will be limits to the ben-
efits of this kind of public-private partnership.

The final question was whether there were any heroes 
in Professor Raymond’s story—for example, the European 
Union. Professor Raymond said no. For all of the EU’s ef-
forts to protect data privacy and rein in rogue social media 
companies, it has accomplished little other than forcing us to 
decide which cookies to accept when we visit EU websites. 
Our data are still for sale in Europe, just as they are almost 
anywhere else. More to the point: Professor Raymond said 
that he does not believe in heroes in general. Heroes get us 
off the hook of having to do the hard work of solving our 
own problems. No one is going to ride to our rescue in the 
face of Internet metastasization; we need to step up to the 
challenges ourselves.
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